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ABSTRACT 

This article is devoted to the study of the asymptotic properties of the pair minimax design for 

a multivariate quantitative trait, asymptotic solutions for the parameters of the minimax and 

Bayesian designs that minimize the mean loss function. 
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INTRODUCTION 

In studies [3]–[4], the asymptotic properties of single-sample acceptance sampling plans (ASP) 

based on multivariate quantitative characteristics have been examined. Specifically, 

asymptotic solutions have been found for the parameters of minimax and Bayesian plans that 

minimize the average loss function. 

The present article is devoted to studying the asymptotic properties of double-sampling 

minimax plans based on multivariate quantitative characteristics, in cases where the residual 

loss function is a nonlinear function concerning the proportion of defective items in the 

population. 

Let each item in the given population be characterized by several features forming an S-

dimensional vector 
1 2( , ,..., )Sx x x x=  with a normal distribution 

1 2( , ,..., )SФ x x x  and a density 

function 
1 2( , ,..., )Sx x x . 

Assuming that the mean vector 
1 2( ) ( , ,..., )SM x   = =  is unknown and the covariance matrix 

( )( )M x x   = − −  is known. 

 An item is considered defective if 1( ) ( )x t x t l−−  −  ; otherwise, it is deemed acceptable.  

The proportion of defective items in the population is given by  

 1( ) ( )p P x t x t l−= −  −  ,                   (1) 

where 
1 2( , ,..., )St t t t=  is a specified numerical vector and l – is a given number. 

It is known that the variable 2 1 1

, ( ) ( )s uX x t x t−= −  −  follows a non-central chi-square 

distribution with S degrees of freedom and parameter )()( 112 ttu −−= −  .  

Therefore 

( ) 1 ( , )Sp P u H l u= = −                  (2) 

where ( , )SH l u  is the distribution function of the variable 2

,s uX . 

It can be shown that the function ( , )SH l u  is represented as: 

1( , ) ( ) ( ) ( )
l

S s
o

H l u m y Ф u l y Ф u l y dy−
 = + + − − +
                            (3) 
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where 
2

2
1

( ) ( ) , ( )
2

x z
Ф x z dz z е


 



−

−
= =  ;  

mо(х) = (х)  is the delta function;  

mS-1 (х)  is the probability density function of the central chi-square distribution with 

S−1degrees of freedom, (S 2). 

The statistical double-sampling plan consists of the following: 

From a population of size N , a sample of size 1n  is taken. Let (1) (2) ( )( , ,... ),s

i i i ix x x x=  1,i n=  be the 

results of the inspection. 

Let's construct the statistic 1 1

1 1 1( ) ( ),z x t x t −= −  − where 
1

1
1

1

1 n

i
i

где x x
n =

=   and consider the 

following acceptance rule: 

If 2

1

1

z k
n

 
 − , then the lot (i.e., the batch of items presented for inspection) is accepted, If 

2

1

1

z k
n

 
 + , then the lot is rejected, and  If 

1

2

1
n

kz


− , a second sample of size 2n  is taken, 

with inspection results denoted as (1) (2) ( )( , ,... ),s

i i i ix x x x= 211 ,1 nnni ++= . 

After the second sampling, we construct the statistic 1

2 2 2( ) ( ),z x t x t −= −  − where

2

12
1

2

1
i

n

n
i

где x x
n +

=

=   . 

If 21 1 2 2

1 2

n z n z
k

n n

  + 


+
, the lot is accepted; otherwise, it is rejected (rejected lots undergo 100% 

inspection). 

The statistical plan is determined by selecting the control parameters 1n , 2n  and k . 

The choice of a control plan can be made in various ways depending on specific requirements. 

One of these methods is selecting (n1,n2,k) based on minimizing the average losses from 

accepted and rejected populations presented for inspection. 

Let Р(р,n1,n2,k)  be the operating characteristic of the ASP (Acceptance Sampling Plan), i.e., 

the probability that a lot will be accepted,  R(р,n1,n2,k)-  be the residual function equal to the 

difference between the total average loss and the unavoidable loss associated with the given 

ASP. As noted in ASP studies [1-3], R(р,n1,n2,k)-  has the form: 

 
 

)(
))((

())((
3        

p p при  cM(n)k)),n,n(p,

pp при  cM(n)k)),n,n(p,1
k),n,n(p, R

0210

0210

21






+−−

+−−−
=

PppBA

PppBA




 

where A=Na, B=Nв, св,a,    , p0
вa

C

−
= - are cost constants, and M(n)  is the average 

sample size. 

The ASP is considered optimal if the plan parameters (n1,n2,k) minimize the function 

R(р,n1,n2,k). Depending on the availability of prior information about the quality of the lot (i.e., 

the proportion of defective items), there are two approaches to determining the optimal ASP: 

the minimax approach and the Bayesian approach. 
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Specifically, in the minimax approach, the optimal plan is determined by satisfying the 

following equalities: 

k)nR(p,np)knR(n)knR(n ,
p,k,nn

,,,
p

,, 210201002010

21

supinfsup ==  

The operating characteristic, i.e., the probability of lot acceptance, is given by  

2 2 21 1 2 2
2 1 1

1 21 1

( ) ,
n z n z

W u P z k P k z k
n nn n

 
 

    +     
=  − +  −    

+      

             (4) 

Clearly, the variable j jn z ( 1,2,...j = ) follows a non-central chi-square distribution with S 

degrees of freedom and non-centrality parameter 0

S

jn u . Therefore, for large jn , the variable 

jz is approximately normally distributed with parameters: 

2

2 1 3
2

( ), ( )j

j

u
u O n O n

n

−
−

 
 + +
 
 

 

                Then, (4) takes the form: 

2

1

2

1

2 2

12
1 121 2 1 2

2

2 2

1 1

( ) ( )
2 22

k
n

k
n

k u
n nn n n y u

W u Ф Ф k y dФ O n
u un n u

n n


+

−


−

   
− −      + −     = +  − +    

      
     

 Introducing the 

substitution 2

1

2
u

y k w
n

= +    

From here 

2 2 2 2 2 22

2

2
1 1 1

( )
2 2 22

u

u

k u w k u k u
W u Ф Ф dФ w

u u uu

n n n







−

     
    

 − − −     − + + − +  + 
    
         

           (5) 

where 2

1

n

n
 = . 

Then, the average sample size is: 

2 2 2 2

1

1 1

( ) 1
2 22 2

k u k u
M n n Ф Ф

u uu u

n n



     
     

 −  −     = + + − − + 
     
          

                   (6) 

Similarly to [1]–[3], the parameter k  is determined from the equation: 

( )
0 0

1
, , , 1,2,...

2
j p p jW W u n k j= = = =                 (7) 

It is easy to verify that the solution to (7) does not depend on j . From this, we obtain: 

1

2
0k u O n

− 
= +  

 
. 

Given this value of k , the relationships ( 4 )  -  ( 6 )  take the form: 
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1( ) ( )W v Ф v ,                                                                                    (8) 

( )
2

2 1 1 1 1

0

2

( )
2

u

u

w
W v Ф v Ф v dФ v

u
 






−

   
− + + − +  +   

  
 ,                      (9) 

1 1 1

0 0

( ) 1
2 2

M n n Ф v Ф v
u u


       
+ + − − +     

      

,                                  (10) 

where 
2 2

0

2

u u
v

u

n

−
=   ,    

2 2

0
1

1

2

u u
v

u

n

−
= . 

From the relationships (2) – (10), one can derive the asymptotic expansion of the residual loss 

function ( ), ,R n k p . Using this expansion, the following theorem regarding the parameters of 

the optimal double-sampling minimax acceptance sampling plan (ASP) can be proven: 

Theorem: If  - is known, then for the minimax optimal plan, as →→ 21   n иn  the 

following relationship holds: 

ν
νν

nQ
c

ba

)(nW

)(nW
 

u
nn +

++








 −








 −
== 2

2
2

2

1

2

2

01

020
2010

1

2
, 





 +

++








 −









= 2

2
2

2
2

2

0200
2

1

111
2

3

11

nQ
c

ba
nWnnWnR

n
)()(),(maxmin  

where      1 01 ,),( uuuH
u

Q s =−



=  . 

)()()( 1

0

1

0

1
22

−


++


=
uu

uW . 
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