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ABSTRACT 

 The researcher faces a lot of problems when testing the accuracy of the model to estimate the 

parameters of the fuzzy regression model, and to remedy this problem, the prediction error was 

reduced by generating variables that follow a normal distribution using the most famous and 

common method, which is the (Box-Muller) method, which depends on the method of generating 

random variables that follow the standard uniform distribution U(0,1), and then these variables 

are converted into independent random variables that follow the standard normal distribution 

to estimate the parameters of the model and with the aim of reducing the prediction error 

between the expected and actual concentrations This indicates model accuracy and model blur 

that represents uncertainty in model predictions. The lower these values, the better the model 

performs in terms of accuracy and reliability. 
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INTRODUCTION 

 The researcher faces several problems when estimating statistical regression functions, for 

example, when the model is undefined, the relationship between the parameters of the model 

is ambiguous, the data is hierarchically, our problem does not meet the probability regression 

assumptions (i.e., the regression coefficients must be constant), or when the available data is 

small, so fuzzy regression is used instead of statistical regression. In real life, we often face 

processes and problems that are difficult to solve or cannot be solved mathematically, because 

they are complex to change because it is not possible to control the variables involved and 

affecting the problem in question, and there are statistical theories that are complex to 

understand and not easy to analyze logically using mathematical proof. [3],[6] 

From here comes the role of the simulation method, which describes these processes in a similar 

way to the real image with certain models, understanding the model achieves us a degree of 

awareness of the original process or real reality through simulating the model and that the 

degree of similarity between any simulation experience and the real reality depends on the 

extent to which the simulation model is identical or similar to the real system, and simulation 

experiments are characterized by shortening the time when implementing operations on the 

electronic calculator and the flexibility of choosing the sizes of different samples, as well as 

assuming levels of variation for random errors. 

Some of what has been studied in previous years on the subject of the study will be addressed, 

according to the researcher's knowledge of it: 
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• A study (Elias and Sabbagh, 2006) dealt with fuzzy linear regression in the event that 

the data is fuzzy and unfuzzy and analyzed by several methods, namely fuzzy and modified 

linear regression Tanaka Fuzzy least squares With the employment of linear programming in 

the analysis, the study was applied in the medical field with real data on osteoporosis, the 

results proved that the use of the modified Tanka model is better than the fuzzy linear 

regression model to avoid the appearance of the estimated parameters are not fuzzy, while the 

fuzzy least squares method is better than Fuzzy linear regression method through the results 

of the model's degree of affiliation. [7] 

• The study (Karakasidis and other,2012) dealt with the analysis of foggy regression and 

ambiguous similarity to study the relationship between different hardness measures and 

tensile strength of materials, and from the hardness measures that were studied with the 

tensile strength are (Vickers) and (Brinell) and (Rockwell C) and (Shore Scleroscope hardness 

scales) then the resulting foggy regression models showed a linear relationship, and the results 

also showed that there is a similarity in the foggy regression that reflects the basic similarity 

of the physical quantities of materials whose hardness was measured, and when comparing the 

results with the results of the analysis Conventional linear regression The comparison showed 

that the ambiguities and blurs in the model are better reflected in the case of fuzzy regression 

models. [8] 

• The study (Charfeddine and other, 2014) aimed to apply the proposed fuzzy linear 

regression to estimate air transport demand and build trapezoidal foggy sets for the estimated 

variable and take into account all data samples, as the demand for the air transport market 

(frequency of flights, number of seats, flight price), that the effects of foggy factors to predict 

this demand in the classical way turned out to be very dangerous, and the study showed how 

regressions based on fuzzy logic that combines statistics and expert trends can be used to 

improve the estimation of transport demand. Aerial by relying on the Tanaka method. [4] 

• A study (Abbas and Al-Metwally, 2021) used the formulation of the fuzzy relationship 

between the Iraqi GDP and the dollar exchange rate based on a fuzzy linear regression model 

with fuzzy inputs and outputs, and then using the fuzzy least squares method in estimating 

the impact of the dollar exchange rate (explanatory variable) on GDP (response variable), as 

the observations of both variables were represented by trigonometric fuzzy numbers, and the 

results reached the possibility of applying the fuzzy least squares method in estimating the 

fuzzy linear regression model with inputs and outputs Blur in a way that describes and 

represents the relationship well. [1] 

 

Fuzzy linear regression model FLR [9] 

 It is one of the statistical methods used to represent the relationship between two or more 

phenomena when these phenomena are characterized by inaccuracy or reliability of their data, 

and fuzzy regression is also used to estimate the functional relationship between the response 

variable and the explanatory variable in a fuzzy ocean with a linear function. 

Fuzzy linear regression aims to model an inaccurate or ambiguous phenomenon using fuzzy 

model parameters, and if the hypotheses of the ordinary least squares method are realized, the 

fuzzy regression is more effective and more flexible for different problems as an alternative to 

classical regression.  
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Fuzzy aggregate theory is the appropriate and effective means of formulating statistical models 

where it is the preeminent tool for addressing inaccuracies or ambiguities when observations 

are blurry. Ambiguity (uncertainty) in model companion regression models is caused by blur 

rather than randomness or both (randomness and blur). The formula for the general linear 

model of fuzzy linear regression is as follows:[10] 

Yi = β̃0 + β̃1x̃1 + ⋯ + β̃nx̃n + εi   …  (1) 

Whereas: 

ỹi The fuzzy response variable represents 

β̃0 , … , β̃n Represents fuzzy regression parameters. 

 x̃1, … , x̃n Illustrative variables represent fuzzy. 

 εi represents a random error that is distributed normally. 

The fuzzy regression according to the methods of estimation is of two types:[2] 

1. The possible regression depending on the existence of the object and uses mathematical 

programming in estimating 

2. Possible regression The fuzzy least squares (FLSLR) method is used in estimating 

The impetus for the development of fuzzy regression analysis results from the realization that 

sometimes observations cannot be known or quantified exactly and we can only give a rough 

description of them, or periods to include in the fuzzy regression. 

 

Simulation models [11]  

The models vary according to the phenomena they represent, so it is not possible to display all 

models at the same time, but these models have been completed from actually published 

research that is in line with the practical application of this research, so some of these models 

that are linear were chosen, and these models are: 

yi = β0 + xi1 β1 + xi2 β2 + xi3 β3 + xi4 β4 + ei    … … … (2) 

where consists of a parametric regression function iX  and Random error limit i  

The multi-target linear fuzzy regression model will be: 

Yi
∗ = AiXij                                                                            … … … (3) 

Whereas 

Yi = (yi, ei) 

Ai = (a, α) 

Whereas 

a: Central parameter toAi , α Propagation parameter to Ai 

The following default values have been adopted: 

β = (β0, β1, β2, β3, β4) = (1.5, 2, −0.5, 0.3, 1) 

Four sample sizes were selected: 

(n =   20 , 50,150 ) 

The values of the illustrative variables were generatedXij According to the standard normal 

distribution 

Xij~ N(0,1) , i = 1, … . . n , j = 1,2,3,4                                              . . . . (4) 

For the threshold limit or segment of the belonging function 

(α°) = (0.3,0.4, 0.5) 
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Random error vector generation [5]  

Random errors are generated and distributed naturally with an average of (0) and variance 𝜎2, 

as the generation of variables that follow a normal distribution is done using the most famous 

and common method, which is the (Box-Muller) method, which depends on the method of 

generating random variables that follow the standard regular distribution U(0,1), and then 

these variables are converted into independent random variables that follow the standard 

normal distribution according to the following formula: 

Z1 = (−2LnU1)
1
2Cos (2πU2) 

Z2 = (−2LnU1)
1
2Sin(2πU2) 

Z =
(Z1 + Z2)

2
 

εi = Zσ2   , i = 1,2, … . , n 

Simulation Experiment Results 

 Simulation experiments were carried out using three sample sizes n = 20,50,150 and replicates 

and contrast levels σ2 = 1.5  and different cutting levels (0.3,0.4,0.5) for each simulation 

experiment. 

Table (1) Estimation of Multi-target Fuzzy Regression Parameters Using LS Method when 

σ2 = 1.5 Different threshold limits and sample sizes: 

X4 X3 X2 X1 Parameters Sample Size Threshold value 

1.1727 2.8805 2.2596 1.0909 𝐚 

20 

𝛂 = 𝟎. 𝟑 

1.8515 1.5560 2.5661 2.0088 𝛂 

2.1332 2.2740 1.2063 2.0123 
𝐚 

50 

1.4556 2.2934 1.5889 2.2993 𝛂 

1.3218 2.6670 1.3781 1.2416 
𝐚 

150 

2.3734 2.4405 2.1614 2.6937 
𝛂 

X4 X3 X2 X1 Parameters Sample Size Threshold value 

1.3430 1.0270 1.2884 1.9956 
𝐚 

20 

𝛂 = 𝟎. 𝟒 

2.2634 2.7703 2.1868 1.5114 
𝛂 

2.2766 1.6189 1.2824 1.0366 
𝐚 

50 

1.6640 2.8984 1.7658 2.0418 
𝛂 

1.2510 1.3967 2.6776 2.5310 
𝐚 

150 

1.0980 2.6685 2.4223 1.6958 
𝛂 

X4 X3 X2 X1 Parameters Sample Size Threshold value 

2.8717 2.5709 2.0692 2.6767 
𝐚 

20 

𝛂 = 𝟎. 𝟓 

1.8669 1.2148 1.1130 1.9389 
𝛂 

2.4483 2.8607 2.2304 2.2417 
𝐚 

50 

1.9388 1.3479 1.8794 1.6926 
𝛂 

2.3827 2.5442 2.6878 2.5318 
𝐚 

150 

1.1743 1.9218 1.7870 1.7246 
𝛂 
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Table (1) shows the estimation of the parameters of the multi-target fuzzy linear regression 

model according to the different sizes of the samples and according to the cutting limit of the 

belonging function and using the method of maximum possibility (MLE), the method of least 

squares (LS), the method of moments (Moment) and the method of Bayesian, where we note the 

fluctuation of the parameters with the rise and fall of their values with increasing variance, 

except in the case of α = 0.5, the estimators portfolio on the value ranges of the parameters. 

 

Table (2) represents the values of the mean squares of error standard for the multi-target 

fuzzy regression model when the value of σ2 = 1.5according to the sample sizes and the 

ellipsis limit of the affiliation function 

 

 

 

 

 

 

 

 

 

 

 

For the purpose of giving a clear picture of the results of the simulation experiments, the results 

were analyzed to estimate the multi-objective fuzzy regression model based on the mean test of 

error squares and the results of Table (2) showed that the estimator is an estimator (Bayesian), 

when the sample size is n = 20 and the cutting parameter alpha = 0.3 and the level of variance 

𝜎2 = 1.5and when the sample size is increased n = 50, the estimator (Bayesian) was also the 

best and the sample size was increased to n = 150, so the estimator (MLE) became the best 

among the rest of the estimators The results also showed that there is no fluctuation in the 

values of (MSE) with the increase in the sample size, it was noted that the values of (MSE) 

decrease with increasing sample size, and the results also showed that the best estimator is an 

estimator (MLE), when the sample size is n=20, the cut-off parameter alpha=0.4, and the level 

of variance 𝜎2 = 1.5, and when the sample size is increased n=50, the estimator (MLE) is also 

the best. 

The results also showed that the best estimator is the estimator (Bayesian), when the sample 

size is n = 20 and the cutting parameter alpha = 0.5 and the level of variance 𝜎2 = 1.5and when 

the sample size is increased n = 50, the estimator (Bayesian) is also the best, and the sample 

size is increased to n = 150, so the estimator (Bayesian) is the best among the estimators as the 

results showed that there is no fluctuation In the values of (MSE) with increasing sample size, 

it was noted that the values of (MSE) decrease with increasing sample size and the results 

showed that there is no fluctuation in the values of (MSE) with increasing sample size, it was 

noted that the values of (MSE) decrease with increasing sample size. 

 

 

Best Method Bayesian MOM MLE LS Sample Size alpha 

Bayesian 3.5287 4.7835 3.7236 5.4173 20 

0.3 Bayesian 2.6354 2.7046 3.1761 4.4885 50 

MLE 2.4617 2.1012 2.0346 2.7494 150 

MLE 2.6118 2.8327 1.6135 3.8112 20 

0.4 MLE 2.4090 2.5245 1.4859 2.3453 50 

MLE 2.2421 1.6760 1.2920 2.3361 150 

Bayesian 1.3046 3.8345 1.5060 2.8912 20 

0.5 Bayesian 1.2155 1.6646 1.3130 1.8860 50 

Bayesian 1.2138 1.3981 1.2908 1.2831 150 
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CONCLUSIONS 

From it we conclude that the best estimator when 𝜎2 = 1.5and the cutting parameter alpha=0.3 

is the Bayesian estimator) and when alpha = 0.4 is the estimator (ME) is the best and by 

increasing the level of the cutting limit or threshold to alpha=0.5, the Bayesian estimator is also 

the best. 

From the above, and depending on the criterion of mean squares of error for all cases, we note 

that the best estimator for estimating the multi-objective fuzzy regression model is the Bayesian 

estimator, followed by the second place estimator (MLE) and the worst estimator was the 

moment estimator (MOM) and (LS). 
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